# Calculations of the charge distribution in dodecyltrimethylammonium: a quantum chemical investigation 

Benoît Minisini • Sylvain Chavand -<br>Rudolph Barthelery • François Tsobnang

Received: 2 April 2009 / Accepted: 13 October 2009 /Published online: 19 November 2009
(C) Springer-Verlag 2009


#### Abstract

In this work we report the atomic partial charges evaluated on dodecyltrimethylammonium ion. The values obtained from 17 quantum methods [CHELP, CHELPG, MK, NPA at (HF, LDA, PBE, B3LYP)//6-31G++(d,p) level and APT at B3LYP//6-31G++(d,p)] on the molecule optimised at B3LYP/6-31G++(d,p) level were compared to two semiempirical methods (Gasteiger and Qeq) and the commercial force field PCFF. All methods based on quantum calculation gave a positive charge delocalised on at least the first four alkyl groups of the tail. However, those deriving partial charges from the electrostatic potential gave an unrealistic set of alternative positive and negative alkyl group charges along the tail. In comparison, the NPA and APT methods lead to a steady decrease in the partial charges from the third alkyl group, and agreed closely with the representation of the electrostatic potential mapped onto the 0.002 au isodensity surface. The choice of the exchange correlation treatment does not drastically influence the atomic partial charges.
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## Introduction

Since the 1990s there has been a growing interest in cationic surfactants due to their important implications in new technologies such as room temperature ionic liquids [1] or

[^0]nanomaterials [2]. Also dating from the 1990s, molecular modelling simulations carried out intensively for different purposes have been well detailed in different reviews [2-4]. Among the different methods available, atomistic methods, despite their simulated size and time limitations, are still considered among the most precise techniques with which to study surfactant systems. The main characteristics of the atomistic method rely on accurate treatment of the van der Waals and Coulombic interactions. Therefore, the parameterisation of partial atomic charges is crucial in the evaluation of numerical results when a quantitative comparison with experimental data is required. This statement is illustrated perfectly by the works of Heinz et al., which deal with the experimental determination of the partial atomic charges of silicates [5] and the impact of these partial charges on surface energy calculations [6]. However, to our knowledge, no experimental technique is yet available to measure the electrostatic charges of surfactants. Consequently, numerical methods remain the most accurate means of evaluating these charges. In general, the charges of alkylammonium ions are taken directly from existing force fields such as COMPASS [7-10] or ffgmx [11]. When UFF [12-16] and Dreiding [15-22] force fields are used, the charges are often evaluated using the charge equilibration method [13, 14, 17-21]. Otherwise, the charges for $\mathrm{NH}_{4}^{+}, \mathrm{CH}_{3} \mathrm{NH}_{3}{ }^{+}$and $\left(\mathrm{CH}_{3}\right)_{4} \mathrm{~N}^{+}$ evaluated by Jorgensen and Gao [23] in 1986 from a population analysis on wave functions obtained at HF/6-31G* level are used extensively for more recent atomistic simulation studies [24-28]. At the beginning of the nineties, Böcker et al. [29] used the same level of theory to evaluate the charge distribution on ethyltrimethylammonium ion, once again their results were used as a reference for more recent atomistic simulation studies [30, 31]. More recently a method deriving the charge from electrostatic potential calculated at a $\mathrm{HF} / 6-31 \mathrm{G}^{*}$ level was used to
evaluate the atomic partial charges of hexylammonium [33], hexytrimethylammoium [33], dodecyltrimethylammonium [32, 33] and octyltrimethylammonium [34] ions. However, to our knowledge, the only results including correlation effects were obtained for cetylpiridinium ion [35] from B3LYP/SVP calculations.

These previous studies highlight the wide dispersion of calculated atomic charge values. For example, the nitrogen charges cover a range of values from -0.628 e [36] to 0.20 e [33] for the alkyltrimethylammonium ion. Moreover, the charges were in some cases calculated only for the headgroup and, consequently, the charges of the alkyl group of the tail were fixed at zero. However, from a study of charge distribution in ionic surfactant performed with semiempirical methods, Huibers [37] have shown that $10 \%$ of the positive charge could reside on the tail.

Consequently, the aim of this work was to compare the charge distributions in dodecyltrimethylammonium ion $\left(\mathrm{CH}_{3}\left(\mathrm{CH}_{2}\right)_{11}\left(\mathrm{CH}_{3}\right)_{3} \mathrm{~N}^{+}\right)$obtained with different methods. The wave functions and electrostatic potential determinations were performed using HF, MP2, LDA, GGA, B3LYP theories and the $6-31++G(d, p)$ basis set on geometry previously optimised with the B3LYP theory and $6-31++G$ $(\mathrm{d}, \mathrm{p})$ basis set. After comparing the electrostatic potential, we compared the atomic partial charges calculated according to three methods: electrostatic potentials, natural population analysis and atomic polar tensor analysis. These results were also compared to those obtained from charge equilibration methods and those available in the COMPASS force field.

## Methods

The linear geometry of dodecyltrimethylammonium ion was optimised using the GAUSSIAN98 [38] program at the B3LYP/6 $-31++\mathrm{g}(\mathrm{d}, \mathrm{p})$ level. The self consistent field (SCF) convergence on the density matrix was set to $10^{-8}$ a.u., whereas the Berny algorithm [39] was used for the optimisation, with the criteria for convergence being a maximum force of less than $4510^{-5} \mathrm{a} . \mathrm{u}$. and a root mean squares (rms) force less than $310^{-4}$ a.u. The molecular electrostatic potential (MEP) and the atomic population were then evaluated using Hartree-Fock (HF) [40], second order Moller-Plesset perturbation theory (MP2) [41], local density approximation (LDA) [42], generalised gradient approximation (GGA) with the PBE [43] exchange correlation functional and B3LYP [44, 45] hybrid exchange correlation functional with $6-31++g(d, p)$ basis set, on the previously optimised geometry using the GAUSSIAN03 [46] program. Population analyses were first evaluated using three methods based on the fit of the MEP under the constraint of reproducing the dipole moment. The CHELP [47] method was used with the atomic radii defined by

Francl and five shells leading to 2,892 points to fit. The CHELPG [48] method was used with the atomic radii defined by Breneman. The grid spacing and the outer grid radius were 0.3 Bohr and 2.8 Bohr , respectively, resulting in 25,882 points to fit. Concerning the MK [49, 50] method, four shells, with scaling factors ranging from 1.4 to 2 , were used around the van der Waals envelope defined by the Merz-Kollman atomic radii. The default density of grid points provided 1,861 points to use for the fitting. Natural population analysis (NPA) [51, 52] and Cioslowki's atomic polar tensor (APT) [53, 54] were also considered. These results were compared to less demanding methods such as the charge equilibration methods available in the Materials Studio software package (version 4.2) [55]. The Qeq_charge 1.1 [56] and Gasteiger 1.0 [57] methods were used with a convergence limit of $5 \times 10^{-6}|\mathrm{e}|$.

## Results and discussion

The structure of the optimised dodecyltrimethylammonium ion and the MEP mapped on the electron density surface is presented in Fig. 1. An isodensity value of $0.002 \mathrm{e} / \mathrm{Bohr}^{3}$ was chosen. This mapped surface was created from the results obtained at B3LYP level with a colour scale varying from $0 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ (red) to $127 \mathrm{kcal} \mathrm{mol}^{-1}$ (blue). From these results, the molecule can be divided clearly into three parts. The blue region on the right represents an important electrophilic region with a large positive electrostatic potential. This region includes the nitrogen atoms, the three methyl groups and the two first alkyl groups of the tail. The second region (in green) spreading from Met2 to Met7 means that the electrostatic potential is significantly positive in this area. The colour in the last region, including the rest of the tail,


Fig. 1 Mapping of the electrostatic potential onto the electron density surface ( $0.002 \mathrm{e} / \mathrm{bohr}^{3}$ ) evaluated at B3LYP//6-31G++(d,p) level. Blue More electrophilic regions, red less electrophilic regions
Table 1 Atomic partial charges calculated within the framework of density functional theory (DFT)

|  |  | LDA-6-31++G(d,p) |  |  |  | PBE-6-31++G(d,p) |  |  |  | B3LYP-6-31++G(d,p) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MK | CHELP | CHELPG | NPA | MK | CHELP | CHELPG | NPA | MK | CHELP | CHELPG | NPA | APT |
| N | N | 0.05 | 0.23 | 0.14 | -0.29 | 0.10 | 0.26 | 0.17 | -0.31 | 0.11 | 0.27 | 0.18 | -0.33 | -0.43 |
| $\mathrm{C}_{1}$ | $\mathrm{C}_{1}$ | -0.41 | -0.09 | -0.28 | -0.54 | -0.38 | -0.07 | -0.25 | -0.48 | -0.35 | -0.05 | -0.22 | -0.45 | 0.17 |
| $\mathrm{H}_{1 \mathrm{a}}$ | $\mathrm{H}_{\text {la }}$ | 0.21 | 0.08 | 0.16 | 0.29 | 0.19 | 0.07 | 0.14 | 0.27 | 0.18 | 0.06 | 0.13 | 0.26 | 0.04 |
| $\mathrm{H}_{1 \mathrm{~b}}$ | $\mathrm{H}_{1 \mathrm{~b}}$ | 0.23 | 0.10 | 0.17 | 0.29 | 0.21 | 0.09 | 0.16 | 0.27 | 0.20 | 0.08 | 0.15 | 0.26 | 0.05 |
| $\mathrm{H}_{1 \mathrm{c}}$ | $\mathrm{H}_{\text {lc }}$ | 0.20 | 0.09 | 0.16 | 0.29 | 0.19 | 0.08 | 0.14 | 0.27 | 0.18 | 0.08 | 0.13 | 0.26 | 0.05 |
| $\mathrm{C}_{2}$ | $\mathrm{C}_{2}$ | -0.41 | -0.08 | -0.28 | -0.54 | -0.38 | -0.06 | -0.25 | -0.48 | -0.35 | -0.05 | -0.22 | -0.45 | 0.17 |
| $\mathrm{H}_{2 \mathrm{a}}$ | $\mathrm{H}_{2 \mathrm{a}}$ | 0.23 | 0.10 | 0.17 | 0.29 | 0.21 | 0.09 | 0.16 | 0.27 | 0.20 | 0.08 | 0.15 | 0.26 | 0.05 |
| $\mathrm{H}_{2 \mathrm{~b}}$ | $\mathrm{H}_{2 \mathrm{~b}}$ | 0.21 | 0.08 | 0.16 | 0.29 | 0.19 | 0.07 | 0.14 | 0.27 | 0.18 | 0.06 | 0.13 | 0.26 | 0.04 |
| $\mathrm{H}_{2 \mathrm{c}}$ | $\mathrm{H}_{2 \mathrm{c}}$ | 0.21 | 0.09 | 0.16 | 0.29 | 0.19 | 0.08 | 0.14 | 0.27 | 0.18 | 0.08 | 0.13 | 0.26 | 0.05 |
| $\mathrm{C}_{3}$ | $\mathrm{C}_{3}$ | -0.53 | -0.34 | -0.32 | -0.54 | -0.48 | -0.30 | -0.28 | -0.48 | -0.45 | -0.28 | -0.25 | -0.45 | 0.19 |
| $\mathrm{H}_{3 \mathrm{a}}$ | $\mathrm{H}_{3 \mathrm{a}}$ | 0.24 | 0.15 | 0.17 | 0.29 | 0.22 | 0.13 | 0.15 | 0.27 | 0.21 | 0.12 | 0.14 | 0.26 | 0.05 |
| $\mathrm{H}_{3 \mathrm{~b}}$ | $\mathrm{H}_{3 \mathrm{~b}}$ | 0.24 | 0.15 | 0.17 | 0.29 | 0.22 | 0.13 | 0.15 | 0.27 | 0.21 | 0.12 | 0.14 | 0.26 | 0.05 |
| $\mathrm{H}_{3 \mathrm{c}}$ | $\mathrm{H}_{3 \mathrm{c}}$ | 0.25 | 0.18 | 0.17 | 0.29 | 0.23 | 0.16 | 0.16 | 0.27 | 0.22 | 0.15 | 0.15 | 0.26 | 0.04 |
| $\mathrm{C}_{\alpha}$ | C | -0.24 | 0.08 | -0.19 | -0.30 | -0.21 | 0.09 | -0.16 | -0.26 | -0.19 | 0.10 | -0.15 | -0.23 | 0.34 |
| $\mathrm{H}_{\alpha}$ | H | 0.16 | 0.02 | 0.12 | 0.28 | 0.14 | 0.02 | 0.11 | 0.27 | 0.14 | 0.01 | 0.10 | 0.26 | 0.00 |
| $\mathrm{H}_{\alpha}$ | H | 0.16 | 0.02 | 0.12 | 0.28 | 0.14 | 0.02 | 0.11 | 0.27 | 0.14 | 0.01 | 0.10 | 0.26 | 0.00 |
| $\mathrm{C}_{\text {t1 }}$ | C | 0.04 | 0.18 | 0.07 | -0.54 | 0.05 | 0.19 | 0.08 | -0.50 | 0.06 | 0.20 | 0.09 | -0.48 | 0.00 |
| $\mathrm{H}_{\text {t1 }}$ | H | 0.05 | -0.06 | 0.02 | 0.27 | 0.04 | -0.06 | 0.01 | 0.25 | 0.03 | -0.07 | 0.01 | 0.24 | -0.01 |
| $\mathrm{H}_{\text {t1 }}$ | H | 0.05 | -0.06 | 0.02 | 0.27 | 0.04 | -0.06 | 0.01 | 0.25 | 0.03 | -0.07 | 0.01 | 0.24 | -0.01 |
| $\mathrm{C}_{12}$ | C | -0.08 | -0.08 | 0.00 | -0.51 | -0.05 | -0.05 | 0.03 | -0.47 | -0.04 | -0.04 | 0.04 | -0.45 | 0.13 |
| $\mathrm{H}_{12}$ | H | 0.05 | 0.01 | 0.02 | 0.26 | 0.04 | 0.00 | 0.01 | 0.25 | 0.03 | -0.01 | 0.00 | 0.23 | -0.03 |
| $\mathrm{H}_{12}$ | H | 0.05 | 0.01 | 0.02 | 0.26 | 0.03 | 0.00 | 0.01 | 0.25 | 0.03 | -0.01 | 0.00 | 0.23 | -0.03 |
| $\mathrm{C}_{63}$ | C | -0.06 | 0.19 | -0.07 | -0.51 | -0.04 | 0.20 | -0.05 | -0.47 | -0.02 | 0.22 | -0.03 | -0.45 | 0.11 |
| $\mathrm{H}_{44}$ | H | 0.03 | -0.04 | 0.02 | 0.26 | 0.02 | -0.05 | 0.01 | 0.24 | 0.01 | -0.05 | 0.00 | 0.23 | -0.04 |
| $\mathrm{H}_{44}$ | H | 0.03 | -0.04 | 0.02 | 0.26 | 0.02 | -0.05 | 0.01 | 0.24 | 0.01 | -0.05 | 0.01 | 0.23 | -0.04 |
| $\mathrm{C}_{115}$ | C | 0.06 | 0.07 | 0.04 | -0.51 | 0.08 | 0.09 | 0.06 | -0.47 | 0.09 | 0.10 | 0.07 | -0.45 | 0.10 |
| $\mathrm{H}_{15}$ | H | 0.00 | -0.04 | 0.00 | 0.26 | -0.01 | -0.05 | -0.01 | 0.24 | -0.02 | -0.06 | -0.02 | 0.23 | -0.04 |
| $\mathrm{H}_{5}$ | H | 0.00 | -0.04 | 0.00 | 0.26 | -0.01 | -0.05 | -0.01 | 0.24 | -0.02 | -0.06 | -0.02 | 0.23 | -0.04 |
| $\mathrm{C}_{66}$ | C | $-0.05$ | 0.05 | 0.02 | -0.51 | -0.03 | 0.07 | 0.04 | -0.47 | -0.01 | 0.09 | 0.06 | -0.44 | 0.10 |
| $\mathrm{H}_{66}$ | H | 0.02 | -0.05 | 0.00 | 0.26 | 0.00 | -0.06 | -0.01 | 0.24 | 0.00 | -0.06 | -0.02 | 0.23 | -0.05 |
| $\mathrm{H}_{66}$ | H | 0.02 | -0.05 | 0.00 | 0.26 | 0.00 | -0.06 | -0.01 | 0.24 | 0.00 | -0.06 | -0.02 | 0.23 | -0.05 |
| $\mathrm{C}_{67}$ | C | -0.01 | 0.24 | 0.00 | -0.51 | 0.01 | 0.25 | 0.02 | -0.47 | 0.02 | 0.27 | 0.04 | -0.44 | 0.11 |
| $\mathrm{H}_{77}$ | H | 0.01 | -0.07 | 0.00 | 0.26 | 0.00 | -0.08 | -0.01 | 0.24 | -0.01 | -0.09 | -0.02 | 0.22 | -0.05 |
| $\mathrm{H}_{77}$ | H | 0.01 | -0.07 | 0.00 | 0.26 | 0.00 | -0.08 | -0.01 | 0.24 | -0.01 | -0.09 | -0.02 | 0.22 | -0.05 |
| $\mathrm{C}_{18}$ | C | 0.08 | 0.06 | 0.07 | -0.51 | 0.09 | 0.08 | 0.09 | -0.47 | 0.10 | 0.09 | 0.10 | -0.44 | 0.10 |
| $\mathrm{H}_{18}$ | H | -0.01 | -0.04 | -0.02 | 0.25 | -0.02 | -0.05 | -0.03 | 0.24 | -0.03 | -0.06 | -0.03 | 0.22 | -0.05 |
| $\mathrm{H}_{18}$ | H | -0.01 | -0.04 | -0.02 | 0.25 | -0.02 | -0.05 | -0.03 | 0.24 | -0.03 | -0.06 | -0.03 | 0.22 | -0.05 |

Table 1 (continued)

|  |  | LDA-6-31++G(d,p) |  |  |  | PBE-6-31++G(d,p) |  |  |  | B3LYP-6-31++G(d,p) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MK | CHELP | CHELPG | NPA | MK | CHELP | CHELPG | NPA | MK | CHELP | CHELPG | NPA | APT |
| $\mathrm{C}_{49}$ | C | -0.09 | 0.01 | -0.04 | -0.51 | -0.06 | 0.04 | -0.02 | -0.47 | -0.05 | 0.06 | 0.00 | -0.44 | 0.11 |
| $\mathrm{H}_{49}$ | H | 0.02 | -0.04 | 0.00 | 0.25 | 0.01 | -0.05 | -0.01 | 0.24 | 0.00 | -0.05 | -0.02 | 0.22 | -0.05 |
| $\mathrm{H}_{4} 9$ | H | 0.02 | -0.04 | 0.00 | 0.25 | 0.01 | -0.05 | -0.01 | 0.24 | 0.00 | -0.05 | -0.02 | 0.22 | -0.05 |
| $\mathrm{C}_{\text {t10 }}$ | C | -0.03 | 0.19 | -0.01 | -0.51 | -0.01 | 0.21 | 0.01 | -0.47 | 0.01 | 0.22 | 0.03 | -0.45 | 0.10 |
| $\mathrm{H}_{110}$ | H | 0.01 | -0.06 | 0.00 | 0.25 | 0.00 | -0.07 | -0.01 | 0.24 | -0.01 | -0.08 | -0.02 | 0.22 | -0.05 |
| $\mathrm{H}_{\mathrm{t} 10}$ | H | 0.01 | -0.06 | 0.00 | 0.25 | 0.00 | -0.07 | -0.01 | 0.24 | -0.01 | -0.08 | -0.02 | 0.22 | -0.05 |
| $\mathrm{C}_{\mathrm{t} 11}$ | C | 0.16 | 0.18 | 0.16 | -0.51 | 0.18 | 0.19 | 0.17 | -0.48 | 0.19 | 0.20 | 0.18 | -0.45 | 0.13 |
| $\mathrm{H}_{\mathrm{t} 11}$ | H | -0.02 | -0.06 | -0.02 | 0.25 | -0.03 | -0.07 | -0.03 | 0.24 | -0.04 | -0.08 | -0.04 | 0.22 | -0.05 |
| $\mathrm{H}_{\text {t11 }}$ | H | -0.02 | -0.06 | -0.02 | 0.25 | -0.03 | -0.07 | -0.03 | 0.24 | -0.04 | -0.08 | -0.04 | 0.22 | -0.05 |
| $\mathrm{C}_{\mathrm{t} 12}$ | C | -0.32 | -0.12 | -0.25 | -0.75 | -0.27 | -0.08 | -0.20 | -0.69 | -0.25 | -0.06 | -0.18 | -0.66 | 0.08 |
| $\mathrm{H}_{\text {t12 }}$ | H | 0.08 | 0.01 | 0.06 | 0.25 | 0.06 | 0.00 | 0.04 | 0.23 | 0.05 | -0.01 | 0.03 | 0.22 | -0.03 |
| $\mathrm{H}_{\mathrm{t} 12}$ | H | 0.08 | 0.01 | 0.06 | 0.25 | 0.06 | 0.00 | 0.04 | 0.23 | 0.05 | -0.01 | 0.03 | 0.22 | -0.03 |
| $\mathrm{H}_{\text {t12 }}$ | H | 0.09 | 0.05 | 0.07 | 0.26 | 0.07 | 0.03 | 0.05 | 0.24 | 0.06 | 0.02 | 0.04 | 0.23 | -0.04 |

ranges from greenish-yellow to orange-yellow. Consequently, even if it is close to zero, the electrostatic potential remains positive even far from the headgroup. The same division is visible from the results obtained with the two $a b$ initio methods and the three density functional theory (DFT) methods. However, the net maximal value of the positive electrostatic potential $\left(V_{\max }\right)$ differs as a function of the methods. For an isodensity value of $0.002 \mathrm{e} / \mathrm{bohr}^{3}, V_{\max }$ ranges from $124 \mathrm{kcal} \mathrm{mol}^{-1}$ to $132 \mathrm{kcal} \mathrm{mol}^{-1}$. The most positive values are obtained for the HF methods. The value of $V_{\text {max }}$ is also basis set dependent since $V_{\text {Max }}$ obtained at the $\mathrm{HF} / 6-31 \mathrm{~g}(\mathrm{~d})$ level is $3 \mathrm{kcal} \mathrm{mol}^{-1}$ higher than the value obtained at the HF/6-31g++(d) level. The lowest value of $V_{\max }$ is obtained with the LDA calculation whereas GGA and hybrid results are close together.

Tables 1 and 2 present the atomic partial charges evaluated with the different methods. The results obtained with the HF/6-31G(d) are not presented but can be obtained from the authors on request. As observed in previous studies [33, 36], the sign of the nitrogen partial charge depends on the method of evaluation. Thus, all the methods based on the fitting of the electrostatic potential gave a positive nitrogen value, varying from 0.05 |e| to 0.32 | e| respectively for the MK scheme at the LDA-6.31++G(d, p) level and the CHELP scheme at the HF-6-31++G(d,p) level. The CHELPG nitrogen charge is, on average from the chemistry models, $0.1|\mathrm{e}|$ and $0.17|\mathrm{e}|$ more positive than the values obtained with the CHELP and the MK schemes. This difference is not due to a poor fitting technique since, for all these methods, the maximum rms and the relative rms (rrms) are small, with the most important value being 0.00233 u.a. and $0.02751 \%$, respectively. This discrepancy has already been reported [58] and can be attributed to the different van der Waals radii used in the three schemes-the nitrogen van der Waals radius is $1.50,1.67$ and 1.70 Bohr for the MK, CHELP and CHELPG methods, respectivelyand the choice of the points used in the least-squares fit of the electrostatic potential. More recent methods such as CHELP-BOW [59] could be tested to see the effect of the inclusion of fit potential points inside the van der Waals surface. On the other hand, the nitrogen charges evaluated by NPA and APT are negative. However, the calculated values are less negative than the atomic charges used in commercial force fields. Concerning the charge of the carbon atoms in the methyl groups, all the methods except APT give negative values. We also note that the NPA method is the only method that does not make the distinction between the three methyl groups. In all the others methods, the atomic charges of the two methyl groups that are equivalent by mirror symmetry and which include $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ carbon atoms are the same, and differ from the methyl group that includes the $\mathrm{C}_{3}$ carbon atom. The negative atomic charges on the nitrogen and carbon
Table 2 Atomic partial charges calculated at the Hartree Fock（HF）and post－HF level of theory，the semi empirical level and given by commercial force field

| $\begin{aligned} & \frac{\rightharpoonup}{0} \\ & = \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\sum_{0}^{n}$ | 个 |
| :---: | :---: | :---: |
|  | $\stackrel{\square}{\circ}$ |  |
|  | 菏 | む O |
|  | 发 |  |
|  | 次 |  |
| $\stackrel{\text { O}}{\sim}$ |  |  |
| $\stackrel{\text { N }}{\stackrel{\text { İ}}{2}}$ | $\stackrel{y}{2}$ |  |
|  | 艺 |  |
|  |  | N N |
| え | 砢 |  |
| $\begin{aligned} & \text { ? } \\ & \text { 出 } \end{aligned}$ |  |  |

Table 2 (continued)

|  | HF-6-31++G(d,p) |  |  |  | MP2-6-31++G(d,p) |  |  |  | Semi empirical |  | Force field COMPASS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MK | CHELP | CHELPG | NPA | MK | CHELP | CHELPG | NPA | Gasteiger | Qeq |  |
| $\mathrm{C}_{19}$ | -0.07 | 0.03 | -0.02 | -0.41 | -0,06 | 0,03 | $-0,02$ | -0,41 | -0.05 | -0.30 | -0.106 |
| $\mathrm{H}_{19}$ | 0.00 | -0.05 | -0.01 | 0.20 | 0,00 | -0,05 | $-0,01$ | 0,20 | 0.03 | 0.17 | 0.053 |
| $\mathrm{H}_{49}$ | 0.00 | -0.05 | -0.01 | 0.20 | 0,00 | -0,05 | -0,01 | 0,20 | 0.03 | 0.17 | 0.053 |
| $\mathrm{C}_{\mathrm{t} 10}$ | 0.00 | 0.22 | 0.03 | -0.41 | 0,00 | 0,22 | 0,03 | -0,41 | -0.05 | -0.28 | -0.106 |
| $\mathrm{H}_{\text {t10 }}$ | 0.00 | -0.07 | -0.01 | 0.20 | 0,00 | -0,07 | -0,01 | 0,20 | 0.03 | 0.18 | 0.053 |
| $\mathrm{H}_{\mathrm{t} 0}$ | 0.00 | -0.07 | -0.01 | 0.20 | 0,00 | -0,07 | -0,01 | 0,20 | 0.03 | 0.18 | 0.053 |
| $\mathrm{C}_{\mathrm{t} 11}$ | 0.19 | 0.20 | 0.19 | -0.42 | 0,19 | 0,20 | 0,18 | -0,42 | -0.06 | -0.30 | -0.106 |
| $\mathrm{H}_{\mathrm{t1}}$ | -0.03 | -0.07 | -0.04 | 0.20 | -0,03 | -0,07 | -0,04 | 0,20 | 0.03 | 0.18 | 0.053 |
| $\mathrm{H}_{\mathrm{t} 11}$ | -0.03 | -0.07 | -0.04 | 0.20 | -0,03 | -0,07 | -0,04 | 0,20 | 0.03 | 0.18 | 0.053 |
| $\mathrm{C}_{\text {t12 }}$ | -0.28 | -0.09 | -0.21 | -0.60 | -0,28 | -0,09 | -0,21 | -0,60 | -0.07 | -0.41 | -0.159 |
| $\mathrm{H}_{\mathrm{t} 12}$ | 0.06 | -0.01 | 0.04 | 0.20 | 0,06 | -0,01 | 0,04 | 0,20 | 0.02 | 0.17 | 0.053 |
| $\mathrm{H}_{\mathrm{t} 12}$ | 0.06 | -0.01 | 0.04 | 0.20 | 0,06 | -0,01 | 0,04 | 0,20 | 0.02 | 0.17 | 0.053 |
| $\mathrm{H}_{\mathrm{t} 12}$ | 0.07 | 0.03 | 0.05 | 0.21 | 0,07 | 0,03 | 0,05 | 0,21 | 0.02 | 0.17 | 0.053 |

atoms, and the distinction between the three methyl groups do not agree with the distribution of the electrostatic potential visible in Fig. 1. The electrostatic potential is positive all around the headgroup; consequently, we expected to have a positive atomic charge on all the atoms present in the headgroup. Moreover, the potential is more positive close to the nitrogen atom compared to near the hydrogen atoms but all the methods gave a smaller atomic charge on the nitrogen atom than on the hydrogen atoms.

From a more global point of view, it is interesting to evaluate the global charge of the headgroup and to compare this value with the common model using a point unit charge at the headgroup. The $\alpha$ methylene group linking the headgroup to the tail has been included in the reported values. It appears that the charge is less than $1|\mathrm{e}|$ for all the methods used. With the exception of the exceptionally low value of $0.379 \mid \mathrm{e}$ e obtained with the semi empirical method Qeq, the charges range from $0.78|\mathrm{e}|$ to $0.95|\mathrm{e}|$. This latter value, calculated with the other semiempirical method Gasteiger 1.0, was relatively close to that evaluated with the NPA method, which ranged from $0.92|\mathrm{e}|$ to $0.93|\mathrm{e}|$. The charges calculated from the APT and CHELP methods ranged from $0.85|\mathrm{e}|$ to $0.87|\mathrm{e}|$ and, finally, the MK and CHELPG methods gave some values between $0.77|\mathrm{e}|$ and $0.80|\mathrm{e}|$. In general, for the same method of calculation, the charges were in the following order: HF $>\mathrm{B} 3 \mathrm{LYP}>\mathrm{P}$ BE $>$ LDA. The CHELP method is sensitive to the exchange correlation term, with a maximal difference of $0.02|\mathrm{e}|$, in contrast to the NPA method with a difference of less than $0.009|\mathrm{e}|$. Consequently, we can say that the charge of the headgroup is more sensitive to the way atomic charges are determined than to the quantum chemical model. The largest discrepancy is that of $17 \%$ between the MK charges and the NPA evaluated at the B3LYP level. It is difficult to determine if one method is better than another, but we can be sure that such a large difference in charge affects the solubility of the molecule. Compared to a point unit charge model, all of the calculations lead to a delocalisation of the positive charge on the tail, as observed by Huibers [37], owing to semiempirical quantum calculation. To evaluate the expansion of this distribution, we plotted the distribution of the alkyl groups charges along the tail.

Figure 2 represents the distribution of the charges estimated from the electrostatic potential evaluated at the B3LYP level, the other results give a similar shape with slightly different charges and are thus not represented for better visibility. We can see that the least square fit led to an odd-even effect, with a set of alternative positive and negative alkyl group charges. This behaviour seems unrealistic compared to the electrostatic potential steadily decreasing along the tail. The concept of charge alternation arose from evidence presented by Pople and Gordon [60] at the end of the 1960s. Poltizer et al. [61] reviewed the
controversial experimental and numerical data of the 1970 s and performed some calculations on fluorine hydrocarbon at the beginning of the 1980 s. Relying on this review, their results and the work of Weinstein et al. [62], Poltizer et al. concluded that alternating atomic charges are not inconsistent with an electrostatic potential without sign of alternation. Moreover, if we sum up the partial charges of the first four alkyl groups, we find charges of $0.19|\mathrm{e}|, 0.16|\mathrm{e}|$ and $0.11|\mathrm{e}|$ for the MK, CHELPG and CHELP methods, respectively. The sum of the partial charges on Met5, Met6 and Met7 was close to $0.3|\mathrm{e}|$ for all the methods, whereas the sum of the last four alkyl groups led to a charge of $0|\mathrm{e}|$. Consequently, even if the partial charges of the alkyl group seemed wrong, the distribution of the charge along the tail was consistent with the electrostatic potential.

This delocalisation is also visible in Fig. 3, which represents the distribution of the partial charge evaluated with the APT and NPA methods. The evolution of the charge along the tail was very similar, whereas the methods differ completely from a technical point of view. In both cases, we had a low partial charge on Met1 and then a greater charge on Met2 followed by a steady decrease in the partial charges until Met8. As in Fig. 2, we can see an oddeven effect but only on the last four methyl groups. The sums of the partial charges on the last four alkyl groups were $0.02|\mathrm{e}|$ and $0.01|\mathrm{e}|$ for APT and NPA, respectively. This result is in agreement with the positive electrostatic potential visible at the end of the tail in Fig. 1.

As expected, the partial charges given in commercial force fields did not take into account the distribution of the positive charge on the tail (Fig. 4). The semiempirical method Gasteiger gave a positive charge delocalised on the first two alkyl groups whereas Qeq delocalised more than $60 \%$ of the charge all along the tail, the last alkyl group having a charge higher than $0.10|\mathrm{e}|$. Consequently, from these results, the Qeq method did not seem appropriate for the evaluation of the atomic partial charge in dodecyltrimethylammonium.


Fig. 2 Distribution of the derived partial charges from electrostatic potential along the alkyl tail. $\mathrm{Met}_{\mathrm{X}}$ stands for the Xth methylene group composed of $\mathrm{C}_{\mathrm{tX}}$ and the two $\mathrm{H}_{\mathrm{tX}}$ atoms defined in Tables 1 and 2


Fig. 3 Distribution of partial charges estimated from natural population analysis (NPA) and Cioslowki's atomic polar tensor (APT) along the alkyl tail

Considering the results as a whole, it is obvious that all the methods tested provided different distributions of the partial charges. However, it is hard to conclude which method is best due to the difficulty in determining the quality criteria. Nevertheless, these partial charges are intended to be used as input parameters in atomistic simulations. Consequently, it would be interesting to see if the discrepancies induced by the different models of atomic partial charges are within the range of statistical error generated by molecular dynamic simulations.

## Conclusions

The electrostatic potential of the dodecyltrimethylammonium ion was evaluated at different level for various theories. The influence of the methods for deriving atomic charges from the electrostatic potential was then analysed. The results were compared to other quantum techniques, NPA, Cioslowki's APT, and semi empirical methods. From the electrostatic potential, the molecule can be divided clearly into three parts in function of the values ranging from 0 to $127 \mathrm{kcal} \mathrm{mol}^{-1}$. The partial charges evaluated with the NPA and APT methods represent quite well the steady decrease in the


Fig. 4 Distribution of partial charges estimated from the semiempirical method Qeq and Gasteiger and available in the COMPASS force field
electrostatic potential along the tail. The same is true for the methods based on fitting of the electrostatic potential, which give some unrealistic negative partial charges along the tail. It is clear from the results that the different methods provide different estimations of the atomic charges. However, further investigations are now necessary to assess the influence of these different distributions of charge on the results obtained with atomistic simulation.
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